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Abstract. E2Data is an EU-funded research project aiming to provide a
new Big Data software paradigm for achieving maximum resource utiliza-
tion for heterogeneous cloud deployments without requiring developers
to change their code. It essentially addresses the fundamental question
of how modern Big Data frameworks can dynamically and transparently
exploit heterogeneous hardware accelerators. The E2Data solution takes
a cross-layer approach by allowing vertical communication between the
four key layers of Big Data deployments: application, Big Data software,
scheduler/cloud provider, and execution run time. For this purpose, four
different use-case scenarios have been selected to prove the applicability
of the project’s approach: health analytics, natural language processing,
green buildings and biometric security. To achieve those goals, Apache
Flink and the Tornado VM are used in the project as the building blocks
for enabling heterogeneous execution for Big Data frameworks.

Keywords: Big Data · Heterogeneous Cloud Deployments · Resource
Utilization · Apache Flink · TornadoVM.

1 Introduction

Several Big Data frameworks have emerged to address our ever-increasing data
generation and processing needs. Regardless of the programming model or fea-
tures that each framework offers, their scalability is mainly achieved through the
following techniques: 1) scale-up by increasing the resources of a single node (e.g.,
Saber [7]) scale-out by increasing the number of nodes (e.g., Apache Spark [12],
Flink [4], Storm [2]), or 3) manual implementation of code optimizations spe-
cific to the underlying hardware, like GPU offloading. Typically, scale-up and
scale-out approaches concern CPU-only deployments, while manual scalability
in the form of ad-hoc optimizations and hardware acceleration targets the, still-
emerging, heterogeneous data centers infrastructures. Hardware accelerators are
constantly gaining popularity for Machine Learning and Big Data Analytics
workloads, since they outperform general-purpose CPU-based implementations,
due to their massive capabilities for parallel execution and energy efficiency.
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In this context, cloud vendors are offering specialized hardware accelera-
tors along with general purpose resources (e.g., Amazon’s EC2 Elastic GPUs or
FPGA instances, Google’s TPU). Recently, cloud/cluster management software
systems such as Apache Yarn [10] and Mesos [1] have provided support for het-
erogeneous hardware through their API over bare metal, Virtual Machines or
even Docker containers. The exploitation of heterogeneous hardware accelerators
by Big Data applications is a challenging task. This is, mainly, attributed to: 1)
the CPU-only homogeneous design assumptions of Big Data frameworks; 2) the
fragmentation of programming models across different devices; and 3) the lack
of compiler and run-time support for heterogeneous hardware, by the underly-
ing execution engines of Big Data frameworks - mainly Java Virtual Machines
(JVMs).

2 Project Description

E2Data [3] (European Extreme Performing Big Data Stacks) is a H2020 research
project running from January 2018 to December 2020. The E2Data consortium
consists of nine partners from the UK, Germany, Luxembourg and Greece, bring-
ing into the equation powerful software components, such as Apache Flink and
the Tornado Virtual Machine4 [5], [6]. To enable the exploitation of the hetero-
geneous hardware accelerators, E2Data proposes novel pluggable extensions to
existing software components of a Big Data software stack. That said, the envi-
sioned stack will be capable of adapting itself to the underlying heterogeneous
hardware resources while retaining a unified, high-level programming model. Fi-
nally, E2Data’s extensions are designed to be technology-independent and could
potentially be adopted by any technology vendor. E2Data dynamically exploits
heterogeneous hardware, such as GPUs and FPGAs, aiming to:

– Enable dynamic heterogeneous compilation of arbitrary code.

– Follow a full-stack vertical approach by enhancing state-of-the-art Big Data
frameworks.

– Design a hardware-aware intelligent elastic system [], which makes it possible
to: a) Profile results, communicate to scheduler, and assess decisions, b) Fall
back and recompile on-the-fly, c) Iterate until the AI enabled scheduler finds
the “best” possible execution configuration.

The proposed stack will be evaluated against applications from four different
domains: 1) Health Analytics: A real-time streaming use case for predicting pa-
tients hospital re-admissions, 2) Natural Language Processing: Sentiment anal-
ysis and opinion mining to enable fraud detection, 3) Green Buildings: Enabling
energy efficient buildings based on analytics of data derived from Internet of
Things deployed sensors, and 4) Biometric Security: Real-time video recognition
to enable biometric authentication.

4 https://github.com/beehive-lab/TornadoVM
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Health Analytics: It is necessary to improve the predictive capability of a hospi-
tal readmission risk prediction algorithm. To achieve this, the patient discharge
profile is enhanced with profiles of highly correlated patients (in terms of re-
cent hospital activity). The patient correlations are established based on their
medical conditions. The algorithmic solution enters into time sensitive matrix
calculations which need to be accelerated appropriately.

Natural Language Processing: Text processing aims to extract knowledge; rea-
soning, correlation with event streams, sentiment analysis, data cleansing, inter-
pretation and organization of contents are indicative useful applications, which
can be useful in several business domains (finance, tourism, telecommunications,
marketing). In many cases, such processing must deliver results under strict time
constraints; however, the utilized algorithms are often complex and data volume
can be extremely high. In E2Data, we focus on accelerating critical code perform-
ing fuzzy matching among words and expressions; these algorithms are falling in
the critical path in the knowledge extraction process and, therefore, acceleration
is considered as a solution towards enhanced performance.

Green Buildings: The Green Buildings use case provides a scenario for achieving
energy efficient buildings based on analytics of real time stream data derived
from Internet of Things (IoT) deployed sensors in a number of public schools.
In this context, Big Data analytics algorithms and techniques will be deployed
in E2Data in order to achieve higher levels of computational efficiency that will
enable processing pipelines for the real-time monitoring of the buildings’ energy
behaviour.

Biometric Security: Biometric authentication, using facial recognition, is rapidly
becoming a mainstream method of authenticating customers for high value trans-
actions, such as the creation of Bank Accounts, issuing of Travel Visas and un-
manned border crossing by pre-registered users. Such processes are coupled with
tight performance requirements and Service Level Agreements (SLAs) to ensure
the best possible user experience. E2Data will optimize both the cost base of the
platform and automate the performance optimization of code, something that
until now has required skilled and expensive developers.

3 Current Status

The project utilizes the following core software components:

– Apache Flink: a batch and stream data processing engine, which is Java-
based and scales up/out on CPU clusters and cloud deployments.

– TornadoVM: a heterogeneous programming framework developed at the Uni-
versity of Manchester that enables heterogeneous hardware acceleration of
Java on GPUs and FPGAs [9], [11].

– Heterogeneous Aware Intelligent Scheduler (HAIER [8]): a component for
providing intelligent scheduling of code on hardware accelerators inside a
heterogeneous cloud deployment.
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The combination of Apache Flink, TornadoVM, and HAIER will enable het-
erogeneous execution of Big Data frameworks. At this point in time, there have
been two public releases of the Tornado VM since the project began on January
2018 providing support for GPUs (NVIDIA, AMD, INTEL), FPGAs (INTEL)
and CPUs (INTEL, AMD). TornadoVM currently achieves in certain workloads
an up to 500x speedup on GPUs and 10x on FPGAs, which make a very con-
vincing case for the necessity of tools like the ones produced in E2Data.

4 Conclusions - Future Work

E2Data aims to enhance the current software landscape with respect to the ex-
ecution of Big Data workloads over heterogeneous cloud deployments, in light
of the recent advancements in hardware and the speedup opportunities they
provide. Currently available tools in many cases, such as in Java-based imple-
mentations, cannot utilize these advancements in an easy manner and this is
where E2Data fits into the picture. The project will produce tools to deliver a
performance increase in parallelizable code parts on GPUs and FPGA, enabling
maximum resource utilization for heterogeneous cloud deployments without af-
fecting current programming norms.
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